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2. Dividing Stages
HTE 0 G JRIonY Clees SEgE e Vel et amse i NS By looking for plateaus in the LLC with respect to (log) training

time, we automatically identify candidate stage boundaries.
Hypothesis: We propose that the local geometry of the y Y g

population loss holds the key to understanding stagewise
development in neural networks. This relates neural

network development to singular learning theory (SLT). o Key Stage Endt A/ A

Approach: é) ' LMl 900 —2.33

1. We track the geometry of the loss landscape over the S ™ ™ LM2 65k —1.22
course of training for 2-layer attention-only language . IM3 85k —0.18
transformers using the local learning coefficient 3 s ILM4 17k —0.40
(LLC), a principled measure of model complexity and £ IM5 50k —0.34
geometric degeneracy. =iEe - - -

. We automatically divide the learning process into
distinct developmental stages by locating critical
points in the LLC curve.

. We validate developmental stages with a variety of
behavioral & structural metrics. Interpretable
changes in these metrics coincide with stages
identified by the LLC.

Training step t

Hidden stagewise development in 2-layer transformers: Even when the
loss decreases smoothly, the LLC can reveal a hidden succession of stages
separated by critical points.
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1 ° d ° <lendoftext>I should like, before proceeding further, to
‘ ; tell you how I feel about the State which we have
3 ° a l atl ng Sta ge S described. I might compare myself to a person who, on

beholding SN 2nimals eitherjéieated by the
painter's art, or, better still, alive but at rest, is seized with
a desire of seeing them in motion or engaged in some

We COIlﬁI”m the Vahdlty Of these Stages struggle or conflicf to which their forms appear suited;
by measuring various behavmrzj\l | (b) LM2 (900 - 6.500)
metrics that measure changes in input- <lendoftexti>JJ] the st unexpected

2 g circumstances with Lin. and Python, the
OUtPUt behaVIOr’ SUCh ds the blg it honorable Supreme Court in Boston delivered a
score (cross entropy between model ruling erlr(llasizing a crazy|databasefframework
A . . . . . ast week.
Vie) e predictions and the empirical bigram
L(z,y) = 2* + ¢’ L(z,y) = 2" +y' 3 e : _ LM3 + LM4 (6,500 - 17,000
| distribution) and the n-gram score (©) (6, 000)
A(0,0) =1 A(0,0)= — <lendoftextI>Mr. and Mrs. Dursley, of number four,
2 (average ﬁnal IOSS on a set Of n_gramS). Privet Drive, were proud to say that they were

perfectly normal, thank you very much. They were
the last people you'd expect to be involved in

The loss landscape is highly degenerate: changing weights

. o hi i ,b hey j
does not mean changing the loss. We also track structural metrics that it ol RSN oosonse, Mzl DI o
measure Changes in Welghts or the director of a firm called Grunnings, which made

drills. He was a big, beefy man with hardly any
1 1 : 1 Y neck, although he did have a very large mustache.
AN aCtlvatlonS7 lnCIUdlng the p/revlous tOken Mrs. DiifSley was thin and blonde and had nearly
X 320N score preﬁx_matc hlng score and ICL twice the usual amount of neck, which came in
Y ’ very useful as she spent so much of her time
score intr‘o duced in [4] . craning over garden fences, spying on the

neighbors. The Difslefl] had a small son called
Dudley and in their opinion there was no finer boy
anywhere.

The LLC measures geometric degeneracy of the population
loss ¢ at a local minimum w*and can be estimated using
the following formula [1, 2, 3]:
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Singular learning theory predicts stagewise learning:
Bayesian inference is equivalent to minimizing the free
energy F,, over regions of parameter space W*C W, which
involves a data-dependent tradeoff between loss and
complexity [1]: o o > o e i o
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Ep, [Fn(W7)] = nl(w") + A(w") log n + O(log log n). Developmental stages are interpretable: Simple language models learn
(LM1) bigrams, (LM2) n-grams, (LM3-4) previous-token heads, and (LM4)

£(wy) > £(w,) induction heads in order before (LM5) converging.

Alwr) < A(w,)
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