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Hidden stagewise development in 2-layer transformers: Even when the 
loss decreases smoothly, the LLC can reveal a hidden succession of stages 
separated by critical points.

      2. Dividing Stages
 
By looking for plateaus in the LLC with respect to (log) training 
time, we automatically identify candidate stage boundaries.

       1. Tracking Geometry 

The LLC measures geometric degeneracy of the population 
loss    at a local minimum      and can be estimated using 
the following formula [1, 2, 3]:










where     is over the tempered, localized Gibbs posterior,

     3. Validating Stages


We confirm the validity of these stages 
by measuring various behavioral 
metrics that measure changes in input-
output behavior, such as the bigram 
score (cross entropy between model 
predictions and the empirical bigram 
distribution) and the n-gram score 
(average final loss on a set of n-grams).  


We also track structural metrics that 
measure changes in weights or 
activations, including the previous token 
score, prefix-matching score, and ICL 
score introduced in [4]. 

       Overview


Problem: How does stagewise development arise in NNs?



Hypothesis: We propose that the local geometry of the 
population loss holds the key to understanding stagewise 
development in neural networks. This relates neural 
network development to singular learning theory (SLT). 



Approach:�
�� We track the geometry of the loss landscape over the 

course of training for 2-layer attention-only language 
transformers using the local learning coefficient 
(LLC), a principled measure of model complexity and 
geometric degeneracy.�

�� We automatically divide the learning process into 
distinct developmental stages by locating critical 
points in the LLC curve�

�� We validate developmental stages with a variety of 
behavioral & structural metrics. Interpretable 
changes in these metrics coincide with stages 
identified by the LLC. 

Developmental stages are interpretable: Simple language models learn 
(LM1) bigrams, (LM2) n-grams, (LM3-4) previous-token heads, and (LM4) 
induction heads in order before (LM5) converging. 

preferred preferred

Singular learning theory predicts stagewise learning: 
Bayesian inference is equivalent to minimizing the free 
energy       over regions of parameter space                , which 
involves a data-dependent tradeoff between loss and 
complexity [1]:

Localization strengthInverse temperature

Local learning coefficient

The loss landscape is highly degenerate: changing weights 
does not mean changing the loss. 
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